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1 Preliminaries and Notation

Let `(Zd) be the d-dimensional real or complex Hilbert space of functions on
Zd := Z/dZ, equipped with addition modulo d > 0. One may equivalently
think of `(Zd) as the set of d-periodic functions defined on the integers. Notice
that `(Zd) is endowed with a natural translation, T , which acts on x ∈ `(Zd)
via (Tx)(k) = x(k − 1), k ∈ Zd. The notational convention that Tk := T k,
k ∈ Zd, will be adopted hereafter. Given two positive integers m and n so that
mn = d, mZd will denote the subgroup {0,m, 2m, . . . , (n− 1)m} ⊂ Zd.

The unitary Fourier transform of x ∈ `(Zd) is denoted by x̂ and defined by

Fdx(k) := x̂(k) =
1√
d

∑

`∈Zd

x(`) e−2πi `
d
k.

The circular convolution of x, y ∈ `(Zd) is defined by

(x ∗ y)(k) =
∑

n∈Zd

x(n) y(k − n).

Hence, 〈x, Tnym〉 = (x ∗ ỹm)(n), where ỹ(k) := y(−k) is the involution of y ∈
`(Zd). It is routine to verify that (x∗y)ˆ(k) =

√
dx̂(k) ŷ(k). Given any positive

integer N that divides d, henceforth denoted N |d, consider the corresponding
downsampling by N operator,

↓N : `(Zd) → `(Zd/N), (↓Nx)(k) = x(Nk),

and its adjoint, the upsampling by N operator,

↑N : `(Zd/N) → `(Zd), (↑Nx)(k) =





x(k/N), N | k,

0, N - k.

The composition of upsampling by N with downsampling by N will be referred
to as the decimation by N operator and denoted ↑↓N .

Recall that a finite collection x1, . . . , xJ ∈ `(Zd) is a frame for `(Zd) if and
only if there exist constants 0 < B1 ≤ B2 < ∞ such that for each x ∈ `(Zd),

B1‖x‖2 ≤
J∑

j=1

|〈x, xj〉|2 ≤ B2‖x‖2. (1)
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In the event that B1 and B2 may be chosen to be equal the frame is said to be
tight. Associated to any collection X := {xj}J

j=1 ⊂ `(Zd) is the corresponding
analysis operator, L : `(Zd) → `(ZJ), defined by LXx(j) := Lx(j) = 〈x, xj〉.
The adjoint of the analysis operator is called the synthesis operator and acts
on y ∈ `(ZJ) by L∗Xy := L∗y =

∑
j∈J y(j)xj. By composing the synthesis and

analysis operators one obtains the frame operator, S : `(Zd) → `(Zd), given
by

SXx := Sx = L∗Lx =
J∑

j=1

〈x, xj〉xj.

The frame operator is well-defined whether or not X is a frame; however,
in the event that X is a frame with bounds A ≤ B it follows that AI ≤
SX ≤ BI; and conversely if the last inequality of operators holds then X is
a frame. Finally, note that the Gram operator associated to X is defined as
G := LL∗ : `(ZJ) → `(ZJ).

2 Introduction

The notion of frame potential was introduced by Benedetto and Fickus [1] as
a tool for characterizing sequences of unit-norm vectors that comprise tight
frames for `(Zd). In particular, they showed in this context that when the
number of vectors exceeds the dimension of the space that each local mini-
mizer of the frame potential gives rise to a tight frame. In essence, this result
suggests that one may effectively search for tight frames of unit-norm vectors
by minimizing the frame potential. Notice that the frame operator of a tight
frame is simply a multiple of the identity operator, which leads to a simpler
reconstruction procedure than what is generally available for non-tight frames.

Definition 1 ([1]) Let X := {xj}J−1
j=0 ⊂ `(Zd). The frame potential of X is

the quantity

FP(X) =
J−1∑

j,k=0

|〈xj, xk〉|2. (2)

Following this characterization of tight frames of unit vectors, Casazza et al. [3]
examined whether or not a similar result could hold for sequences of vectors
with unequal norms. They found that if a sequence of vectors comprises a tight
frame then, necessarily, the corresponding lengths of the vectors must satisfy
the so-called fundamental frame inequality, cf. (3) below. Moreover, they also
proved that under the restriction to sequences of vectors whose lengths satisfy
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the fundamental frame inequality, the local minimizers of the frame potential
again provide a complete description of the tight frames. These results are
collected below as Theorem 2; however, the reader is referred to [3] for further
results as well as a detailed discussion of the physical interpretation of these
findings.

Theorem 2 ([3]) Let {aj}J−1
j=0 ⊂ R be such that a0 ≥ a1 ≥ · · · ≥ aJ−1 > 0.

Let d ≤ J be a positive integer and denote by j0 the smallest index 0 ≤ j ≤ d−1
such that

(d− j)a2
j ≤

J−1∑

m=j

a2
m. (3)

If {xj}J−1
j=0 ⊂ `(Zd) is a local minimizer of the frame potential over the set

A = {{xj}J−1
j=0 ⊂ `(Zd) : ‖xj‖2 = a2

j , 0 ≤ j ≤ J − 1},

then the collection {xj}J−1
j=0 may be divided into two mutually orthogonal sub-

collections: {xj}j0−1
j=0 , which consists of j0 mutually orthogonal vectors, and

{xj}J−1
j=j0, which is a tight frame for its (d− j0)-dimensional span. In particu-

lar, if j0 = 0 then {xj}J−1
j=0 is a tight frame for `(Zd).

Remark 3 If X := {xj}J−1
j=0 is a local minimizer over A as in Theorem 2

then it follows that each xj is an eigenvector of the associated frame operator
SX . Moreover, if 0 ≤ j ≤ j0 − 1 then the eigenvalue of xj is ‖xj‖2, whereas
if j0 ≤ j ≤ J − 1 then the eigenvalue of xj must be 1

d−j0

∑J−1
j=j0

‖xj‖2. Similar
reasoning leads to the following expressions for the frame potential of X:

FP(X) =
j0−1∑

j=0

FP({xj}) + FP({xj}J−1
j=j0

) =
j0−1∑

j=0

a4
j +

1

d− j0

( J−1∑

j=j0

a2
j

)2
.

The last expression implies that all local minimizers of the frame potential
over A have the same frame potential, i.e., local minimizers are also global
minimizers. Further explanation of these observations may be found in [3].

Finally, it is elementary to prove that if λ1 ≥ λ2 ≥ · · · ≥ λd are the eigenvalues
of SX (listed according to multiplicity) then

d∑

n=1

λn =
J−1∑

j=0

‖xj‖2.

In addition to [1] and [3], there have been many other recent works devoted to
the study of finite-dimensional frames [4–6,8]. One recurring theme in these
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works has been the careful attention paid to tight frames with additional struc-
ture. For example, in [6] a study of ellipsoidal tight frames was conducted,
while in [8] various notions of symmetry were described for tight frames. It is
therefore natural to ask whether the frame potential can still be used to char-
acterize tight frames under the restriction to collections with a given structure.
One specific structure that has found great use in applications is that of a fil-
ter bank. The main goal of this work is to provide a characterization of filter
bank tight frames in terms of the frame potential analogous to Theorem 2.

Let h0, h1, . . . , hM−1 ∈ `(Zd) and consider the translation-invariant system
{Tkhm : k ∈ NZd, 0 ≤ m ≤ M − 1} where N | d is a positive integer. The
frame operator of this collection, S, acts on x ∈ `(Zd) by

Sx(`) =
M−1∑

m=0

∑

k∈NZd

〈x, Tkhm〉Tkhm(`)

=
M−1∑

m=0

∑

k∈NZd

(x ∗ h̃m)(k) hm(`− k)

=
M−1∑

m=0

( ↑↓N (x ∗ h̃m) ∗ hm)(`), ` ∈ Zd.

In this sense, S may be regarded as arising from a convolutional system. It
may also be thought of as a filter bank frame operator, induced by the filters
{hm}M−1

m=0 with downsampling by N . A block-diagram representation of the
filter bank frame operator is given as Figure 1. The latter expression for S
above will be exploited further in the next section.

Fig. 1. A filter bank analysis operator and corresponding synthesis operator.

h̃0∗ ↓N ↑N h0∗

h̃1∗ ↓N ↑N h1∗

h̃M−2∗ ↓N ↑N hM−2∗

h̃M−1∗ ↓N ↑N hM−1∗

⊕...
...

x

Analysis︷ ︸︸ ︷ Synthesis︷ ︸︸ ︷

Definition 4 Let {hm}M−1
m=0 ⊂ `(Zd) and suppose N and d are positive integers
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such that N | d. The collection

HN({hm}M−1
m=0 ) := {Tkhm : k ∈ NZd, 0 ≤ m ≤ M − 1}

will be referred to as the convolutional system generated by {hm}M−1
m=0 with

downsampling N .

Remark 5 Let H := {hm}M−1
m=0 ⊂ `(Zd) and suppose N | d and denote the

frame operator of H := HN(H) by SH . Observe that

SH =
∑

k∈NZd

TkSHT−k,

which implies that the matrix representing SH is a sum of diagonal shifts of
the matrix representing SH. Many familiar examples of frames may be realized
through this simple relation.

(a) Let d = 2p (p a positive integer) and N = 2. Define H = {h0, h1} ⊂ `(Zd)
by h0 = ( 1√

2
, 1√

2
, 0, . . . , 0) and h1 = ( 1√

2
,− 1√

2
, 0, . . . , 0). The matrix rep-

resentation of SH is zero everywhere except the first two diagonal entries,
which are equal to 1. It is easy to see that this leads to SH = Id. In this
case HN(H) corresponds to the Haar orthonormal basis for `(Zd).

(b) Let d = 2p (p a positive integer) and N = 2. In this case, define H =

{h0, h1, h2} ⊂ `(Zd) by h0 = (1, 0, 0, . . . , 0), h1 = (−1
2
,
√

3
2

, 0, . . . , 0), and

h2 = (−1
2
, −

√
3

2
, 0, . . . , 0) . Again the matrix representation of SH is zero

everywhere except the first two diagonal entries, which in this case are
equal to 3

2
. This leads to SH = 3

2
Id, which implies that HN(H) is a 3

2
-tight

frame.

The main result of this article is an analog to Theorem 2 characterizing con-
volutional tight frames in terms of the restriction of the frame potential to
convolutional systems.

Theorem 6 Let {am}M−1
m=0 ⊂ R be such that a0 ≥ a1 ≥ · · · ≥ aM−1 > 0. Let

d and N be positive integers such that N | d and N ≤ M . Denote by m0 the
smallest index 0 ≤ m ≤ N − 1 such that

(N −m)a2
m ≤

M−1∑

j=m

a2
j . (4)

If HN({hm}M−1
m=0 ) ⊂ `(Zd) is a local minimizer of the frame potential over the

set

A = {{hm}M−1
m=0 ⊂ `(Zd) : ‖hm‖2 = a2

m, 0 ≤ m ≤ M − 1},
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then HN({hm}M−1
m=0 ) may be divided into two mutually orthogonal subcollec-

tions: HN({hm}m0−1
m=0 ), which consists entirely of mutually orthogonal vectors,

and HN({hm}M−1
m=m0

), which is a tight frame for its d
N

(N − m0)-dimensional

span. In particular, if m0 = 0 then HN({hm}M−1
m=0 ) is a tight frame for `(Zd).

Remark 7 A few remarks about the main theorem are in order.

(a) The frame operator SH satisfies SHTn = TnSH for n ∈ NZd:

SHTnx = Tn

M−1∑

m′=0

∑

k∈NZd

〈Tnx, Tkhm′〉Tk−nhm′ = TnSHx.

(b) It is well known that if {fn}n is a frame, then fj is an eigenvector of the
frame operator, S, with eigenvalue ‖fj‖2 if and only if fj ⊥ fk, for all
k 6= j. This follows from the equation

‖fj‖4 = 〈Sfj, fj〉 =
∑
n

|〈fj, fn〉|2,

since the n = j term in the sum at right already equals ‖fj‖4 and, there-
fore, the remaining terms must vanish.

These two observations explain why, in the proof of Theorem 6, the family HN

is being split into groups consisting of d
N

vectors. Namely, if hm is orthogonal
to the remaining vectors, then hm is an eigenvector of the frame operator,
SH , with eigenvalue ‖hm‖2. By (a), above, each Tnhm, n ∈ NZd, is also an
eigenvector of SH with eigenvalue ‖Tnhm‖2 = ‖hm‖2 and, therefore, by (b) is
also orthogonal to the remaining vectors in the collection.

The remainder of this article is devoted to building the machinery necessary
to prove Theorem 6. Section 3 deals with the modulated filter representation
of convolutional systems, which allows questions about the frame properties of
convolutional systems to be examined in terms of associated non-convolutional
systems via the action of the Fourier transform. Section 4 is devoted to the
proof of Theorem 6, which relies heavily on the insight obtained through the
modulated filter representation.

3 The modulated filter representation

As above, let N and d be positive integers such that N | d. Fix a sequence of
real numbers, a0 ≥ a1 ≥ · · · ≥ aM−1 > 0 and consider the family of systems
of the form H := HN({hm}M−1

m=0 ) where each filter hm ∈ `(Zd) satisfies ‖hm‖ =
am. In light of the observations preceding Definition 4, the synthesis operator

7



L∗ associated to such a collection acts on a sequence ⊕mym ∈ ⊕M−1
m=0 `(Z d

N
) by

L∗(⊕mym) =
M−1∑

m=0

( ↑N ym) ∗ hm.

This realization of L∗ does not impose a strict ordering on the vectors in H, but
does associate ym(k) to TkNhm in the linear combination given by L∗. Under
the action of the Fourier transform upsampling becomes periodic extension,
i.e.,

(↑N ym)∧(k) =
1√
N

ŷm(k). (5)

The reader should note that there are two different Fourier transforms used
in (5) and, since the Fourier transform on the right hand side is defined only
on `(Z d

N
), there is an abuse of notation in (5) requiring one to consider its

periodic extension to `(Zd). One may verify that the Fourier transform of the
synthesized signal is given by

FdL
∗(⊕mym)(k) =

√
d

N

M−1∑

m=0

ĥm(k)ŷm(k), k ∈ Zd.

The component functions ŷm are (d/N)-periodic, hence for any particular
indices,

FdL
∗(⊕mym)(k+

nd

N
) =

√
d

N

M−1∑

m=0

ĥm(k+
nd

N
)ŷm(k). (6)

For any k ∈ Zd, stacking the N versions of (6) for 0 ≤ n ≤ N−1 in the form
of a matrix yields,




FdL
∗(⊕mym)(k+ 0d

N
)

...

FdL
∗(⊕mym)(k+ (N−1)d

N
)




= H∗
mod(k)




ŷ0(k)
...

ŷM−1(k)




, (7)

where H∗
mod(k) is the N ×M adjoint modulated filter matrix,

H∗
mod(k) =

√
d

N




ĥ0(k + 0d
N

) . . . ĥM−1(k + 0d
N

)
...

...

ĥ0(k + (N−1)d
N

) . . . ĥM−1(k + (N−1)d
N

)




. (8)
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That is, H∗
mod(k) is the N ×M matrix whose (n,m)th entry is,

H∗
mod(k)(n,m) =

√
d

N
ĥm(k +

nd

N
). (9)

Stacking the d/N matrix-vector equations (7) that correspond to 0 ≤ k ≤
d/N−1, results in the d× (Md/N) block matrix-vector equation,




FdL∗(⊕mym)(0+ 0d
N

)

.

..

FdL∗(⊕mym)(0+
(N−1)d

N
)

FdL∗(⊕mym)(1+ 0d
N

)

...

FdL∗(⊕mym)(1+
(N−1)d

N
)

...

FdL∗(⊕mym)( d
N
−1 + 0d

N
)

..

.

FdL∗(⊕mym)( d
N
−1 +

(N−1)d
N

)




=




H∗
mod(0) 0 . . . 0

0 H∗
mod(1) . . . 0

..

.
..
.

. . .
..
.

0 0 . . . H∗
mod( d

N
−1)







ŷ0(0)

.

..

ŷM−1(0)

ŷ0(1)

...

ŷM−1(1)

...

ŷ0( d
N
−1)

..

.

ŷM−1( d
N
−1)




.

Observe that the vectors in this equation on the left and right contain all the
values of FdL

∗(⊕mym) and ⊕mŷm, respectively, albeit in a permuted order.
Thus, through the appropriate use of Fourier transforms and permutations,
the synthesis operator of HN({hm}M−1

m=0 ) may be related to the block adjoint
modulated filter matrix H∗

mod whose (Nk+n,Mk+m)th entry is given by,

H∗
mod(Nk+n,Mk+m) =

√
d

N
ĥm(k+

nd

N
),

for all k = 0, . . . , (d/N)−1 and n = 0, . . . , N−1, with the remaining entries
all being 0.

The reordering of terms involved in the above factorization is formally de-
scribed as a perfect shuffle, as noted in Strohmer’s work on Gabor frames [7].
Given any positive integers N |d, the mod N perfect shuffle operator is

PN, d : `(Zd) → `(Zd), (PN, df)(Nk+n) = f(k +
nd

N
),

where the indices are restricted to k = 0, . . . , (d/N)−1 and n = 0, . . . , N−1. For
example, if d = 15 and N = 3, the effect of the mod 3 perfect shuffle P3,15 upon
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the identity function f ∈ `(Z15) defined by f(k) = k, for all k = 0, . . . , 14, is
summarized in the following table:

f(k) 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

P3,15f(k) 0 5 10 1 6 11 2 7 12 3 8 13 4 9 14

Any such shuffle operator is clearly unitary, with P ∗
N, d = P−1

N, d = Pd/N, d.
This leads to a formal factorization for the synthesis operator. For notational
convenience, let FM

d/N denote the direct sum of M copies of the discrete Fourier
transform of size d/N .

Theorem 8 Let L be the analysis operator associated to HN({hm}M−1
m=0 ) and

let Hmod be the corresponding modulated filter operator. Then,

L = (PM,Md/NFM
d/N)∗ Hmod (PN, dFd).

PROOF. Let ⊕mym ∈ ⊕M−1
m=0 `(Zd/N). By combining the definition of the

shuffle PN, d with equation (6) and the definition of H∗
mod, one obtains

PN, dFdL
∗(⊕mym)(Nk+n) =FdL

∗(⊕mym)(k+
nd

N
)

=

√
d

N

M−1∑

m=0

ĥm(k+
nd

N
)ŷm(k)

=
M−1∑

m=0

H∗
mod(Nk+n,Mk+m)ŷm(k), (10)

for all k = 0, . . . , d/N−1, and all n = 0, . . . , N−1.

Now observe that the (Mk+m)th entry of the standard column vector repre-
sentation of

PM,Md/N FM
d/N(⊕mym) ≡ PM,Md/N(⊕mŷm)

may be obtained by extracting the kth entry of the mth block of⊕mŷm, namely
the kth entry of ŷm:

(PM,Md/N FM
d/N(⊕mym))(Mk+m) = ⊕mŷm(k+

md

N
).

In this light, the right hand side of (10) becomes the expression of one term
of a matrix-vector product,
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M−1∑

m=0

H∗
mod(Nk+n,Mk+m) (PM,Md/N FM

d/N(⊕mym))(Mk+m)

= (H∗
modPM,Md/N FM

d/N(⊕mym))(Nk+n).

As this holds for all k = 0, . . . , d/N−1, and n = 0, . . . , N−1, then,

PN, dFdL
∗(⊕mym) = H∗

modPM,Md/N FM
d/N(⊕mym). 2

In essence, the modulated filter representation decomposes `(Zd) into the di-
rect sum of d

N
copies of `(ZN). In fact, the product H∗

modHmod may be realized
as the tensor product of frame operators acting on the respective copies of
`(ZN). Consider the d

N
collections

Xj = {xm,j}M−1
m=0 ⊂ `(ZN), 0 ≤ j ≤ d

N
− 1, (11)

where xm,j(n) :=
√

d
N

ĥm(j + nd
N

), 0 ≤ n ≤ N − 1. If we denote the frame
operator of X := ∪jXj by SX , then it is apparent that

SX = SX0 ⊕ SX1 ⊕ · · · ⊕ SX d
N
−1

= H∗
modHmod.

Theorem 8 implies that SH , the frame operator of HN({hm}M−1
m=0 ), is unitarily

equivalent to the block-diagonal frame operator SX , associated with the col-
lections Xj, 0 ≤ j ≤ d

N
− 1. Hence, frame-related computations involving, for

instance, the eigenvalues of SH , may be performed by computing the corre-
sponding quantities for the collections Xj. This statement is made precise by
the following corollary to Theorem 8.

Corollary 9 Let {hm}M−1
m=0 ⊂ `(Zd) and let N and d be positive integers such

that N | d. Then, defining the collections Xj, 0 ≤ j ≤ d
N
− 1, as in (11),

(i) the frame bounds for HN({hm}M−1
m=0 ) are the minimum of the lower frame

bounds and the maximum of the upper frame bounds for the collections
Xj,

(ii) HN({hm}M−1
m=0 ) is a tight frame for `(Zd) if and only if for all j, Xj is a

tight frame for `(ZN) of common frame bound,
(iii) the squares of the Hilbert-Schmidt norms of the analysis, synthesis, frame

and Gram operators for the collection HN({hm}M−1
m=0 ) are equal to the sums

of the squares of the Hilbert-Schmidt norms of the corresponding operators
for the collections Xj.

Remark 10 In the `2(Z) setting, part (i) of Corollary 9 was known by Bölcskei,
Hlawatsch and Feichtinger [2] in the context of the polyphase representation,
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while part (ii) was observed independently in both [2] and [4] and later used
in [5]. It should be noted that Vetterli considered filter banks over finite fields
in [9].

Remark 11 Corollary 9 suggests a natural approach for constructing convo-
lutional tight frames that deserves brief mention here. Suppose a convolutional
frame with M filters is desired for `(Zd) with downsampling by N | d under
the constraint that ‖hm‖ = am with a0 ≥ a2 · · · ≥ aM−1 > 0. Provided that

Na2
0 ≤

M−1∑

m=0

a2
m,

Theorem 2 guarantees the existence of a tight frame for `(ZN), X = {xm}M−1
m=0 ,

where ‖xm‖2 = a2
m. One can construct the desired convolutional tight frame

by filling in the columns of H∗
mod(k) with the coordinates of the corresponding

vector from X and computing the associated filters {hm}M−1
m=0 .

4 Proof of Theorem 6

Again let N and d be positive integers where N | d. Fix a sequence of real
numbers, a0 ≥ a1 ≥ · · · ≥ aM−1 > 0 and consider the family of systems of the
form H := HN({hm}M−1

m=0 ) where each filter hm ∈ `(Zd) satisfies ‖hm‖ = am.
One important consequence of the modulated filter representation and, in
particular, of Corollary 9 is the fact that the local minimizers of the frame
potential over this family of convolutional systems are in direct correspondence
with the local minimizers of the sum of the frame potentials over the family

of systems of the form {Xj}
d
N
−1

j=0 where each collection Xj is defined according
to (11) and is regarded as a subset of an independent copy of `(ZN). Through
this correspondence, the constraints on the filter lengths, i.e., ‖hm‖ = am,
imply that

d
N
−1∑

j=0

‖xm,j‖2 =
∑

j∈NZd

‖Tjhm‖2 =
d

N
a2

m, 0 ≤ m ≤ M − 1.

Moreover, the set of eigenvalues of the frame operator SH is identical to the
union of the sets of eigenvalues of the frame operators SXj

, 0 ≤ j ≤ d
N
− 1.

Thus, one may derive Theorem 6 from the following result.

Theorem 12 Let {am}M−1
m=0 ⊂ R be such that a0 ≥ a1 ≥ · · · ≥ aM−1 > 0. Let

d and N be positive integers such that N | d and N ≤ M . Denote by m0 the

12



smallest index 0 ≤ m ≤ N − 1 such that

(N −m)a2
m ≤

M−1∑

j=m

a2
j . (12)

If the collections Xj := {xm,j}M−1
m=0 ⊂ `(ZN) form a local minimizer of the

combined frame potential,
∑ d

N
−1

j=0 FP(Xj), under the constraint that

d
N
−1∑

j=0

‖xm,j‖2 =
d

N
a2

m, 0 ≤ m ≤ M − 1,

then each collection Xj may be divided into two mutually orthogonal subcol-
lections of `(ZN): {xm,j}m0−1

m=0 , which consists of mutually orthogonal, nonzero
vectors, and {xm,j}M−1

m=m0
, which is a tight frame for its (N −m0)-dimensional

span. Moreover, for each j the norms of the vectors of Xj must satisfy ‖xm,j‖ =
am for 0 ≤ m ≤ m0 − 1 and

∑M−1
m=m0

‖xm,j‖2 =
∑M−1

m=m0
a2

m. In the event that
m0 = 0 each collection Xj, 0 ≤ j ≤ d

N
− 1, is a tight frame for `(ZN) with a

common frame bound.

The following technical lemmas will be used frequently in the proof of Theorem
12.

Lemma 13 Let Xj = {xm,j}M−1
m=0 , 0 ≤ j ≤ d

N
− 1. Suppose that xm0,j1 is

an eigenvector of SXj1
with eigenvalue λ1 6= 0 and that ‖xm0,j2‖ = 0. Also

suppose that there exists a unit eigenvector u of SXj2
with eigenvalue λ2. Define

Xε
j = {xε

m,j}M−1
m=0 by

xε
m,j =





((1− ε
‖xm0,j1

‖2 )
1
2 xm0,j1 , (m, j) = (m0, j1),

√
εu, (m, j) = (m0, j2),

xm,j, otherwise.

Then P (ε) :=
∑ d

N
−1

j=0 FP(Xε
j ) satisfies P ′(ε) = 4ε + 2(λ2 − λ1).

PROOF. The only terms in the expression for P (ε) that actually depend on
ε are FP(Xε

j1
) and FP(Xε

j2
). Let α := ‖xm0,j1‖ and observe that

FP(Xε
j1

) = (1− ε

α2
)2α4 + 2(1− ε

α2
)

M−1∑

m=0,m6=m0

|〈xm0,j1 , xm,j1〉|2
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+
M−1∑

m,n=0,m,n6=m0

|〈xm,j1 , xn,j1〉|2,

while FP(Xε
j2

) is given by

FP(Xε
j2

) = ε2 + 2ε
M−1∑

m=0,m6=m0

|〈u, xm,j2〉|2 +
M−1∑

m,n=0,m,n6=m0

|〈xm,j2 , xn,j2〉|2.

By hypothesis ‖SXj1
xm0,j1‖2 = λ1‖xm0,j1‖2 = λ1α

2 and ‖SXj2
u‖2 = λ2‖u‖2,

from which one may deduce that P ′(ε) = 4ε + 2(λ2 − λ1) after differentiating
the above expressions and appropriately interpreting the resulting terms. 2

Lemma 14 Let Xj = {xm,j}M−1
m=0 , 0 ≤ j ≤ d

N
− 1. Suppose that xm0,j1 and

xm0,j2 are non-zero eigenvectors of SXj1
and SXj2

with eigenvalues λ1 and λ2,

respectively. Define Xε
j = {xε

m,j}M−1
m=0 by

xε
m,j =





(1− ε
‖xm0,j1

‖2 )
1
2 xm0,j1 , (m, j) = (m0, j1),

(
1 + ε

‖xm0,j2
‖2

) 1
2 xm0,j2 , (m, j) = (m0, j2),

xm,j, otherwise.

Then P (ε) :=
∑ d

N
−1

j=0 FP(Xε
j ) satisfies P ′(ε) = 4ε + 2(λ2 − λ1).

PROOF. The proof is analogous to that of Lemma 13 and the details are
left to the reader. 2

The proof of Theorem 12 will be accomplished through a sequence of steps,
relying mainly on Theorem 2, Lemma 13, and Lemma 14.

Proof of Theorem 12 Assume that the collections Xj form a local minimizer
of the combined frame potential, as described in the statement of the theorem.
Then each collection Xj may be regarded as a local minimizer of FP(Xj) over
the family of collections in `(ZNj

) with norms prescribed by those of Xj and
where Nj is the minimum of N and the number of nonzero vectors in Xj.
It will be shown below that Nj = N , but this is not clear a priori. In any
case, Xj may be decomposed using Theorem 2 and each vector xm,j will be an
eigenvector of the associated frame operator SXj

. The presence of zero-norm
vectors in Xj has no effect on the conclusion of Theorem 2. These facts will
be used below.

14



1. Each collection Xj is a frame for `(ZN). Assume by way of contradiction
that Xj2 is not a frame for `(ZN). It follows from Theorem 2 that if
Xj consists of at least N nonzero vectors then it must be a frame for
`(ZN). Therefore, the contradiction hypothesis implies that Xj2 contains
strictly fewer than than N nonzero vectors. Without loss of generality
assume that xm1,j2 = 0. Since Xj2 is not a frame for `(ZN) there exists
u ∈ `(ZN) such that u is orthogonal to Xj2 , i.e., u is a 0-eigenvector of
SXj2

. Now observe that the constraints on the collections Xj require that
at least one of {xm1,j}0≤j≤ d

N
−1 is nonzero, say xm1,j1 where necessarily

j1 6= j2. As remarked above, each vector xm,j is an eigenvector of SXj
,

so Lemma 13 may be applied to xm1,j1 ,xm1,j2 , and u with λ2 = 0 and
λ1 > 0. By considering sufficiently small ε this leads to a contradiction
of the minimality of the combined frame potential.

2. Nonzero siblings have identical eigenvalues. The collection {xm,j}0≤j≤ d
N
−1

will be referred to as a collection of siblings, because these vectors are
related to one another through the length constraints of the theorem.
Suppose xm,j1 and xm,j2 are any two nonzero siblings. Applying Lemma 14
one finds that P ′(ε) = 4ε+2(λ2−λ1), where λ1, λ2 are the eigenvalues of
xm1,j1 and xm1,j2 , respectively. If λ1 6= λ2 then |P ′(ε)| > 0 for sufficiently
small ε, contradicting the minimality of the combined frame potential.

3. The distribution of squared-norm is uniform across the collections Xj,
i.e.,

M−1∑

m=0

‖xm,j‖2 = C,

where C > 0 is independent of j. Assume by contradiction that there
exist j1 6= j2 such that

M−1∑

m=0

‖xm,j1‖2 >
M−1∑

m=0

‖xm,j2‖2.

List the eigenvalues of SXj1
and SXj2

according to multiplicity, SXj1
:

λ1 ≥ λ2 ≥ · · · ≥ λN > 0 and SXj2
: γ1 ≥ γ2 ≥ · · · ≥ γN > 0. The

contradiction hypothesis implies that
∑N

n=1 λn >
∑N

n=1 γn, cf. Remark 3.
Thus, there exists n such that λn > γn. Let n0 be the smallest index for
which λn0 > γn0 . In order to derive a contradiction it will be shown that
there is a λn0-eigenvector xm1,j1 such that ‖xm1,j2‖ = 0. In this case one
may apply Lemma 13 to show that the combined potential cannot be a
local minimum.

If λn0 is not an eigenvalue of SXj2
then the existence of such an eigen-

vector is immediate. If λn0 is an eigenvalue of SXj2
then one concludes

that γn0−1 = λn0 , but since the eigenvalues are listed in decreasing or-
der this implies that λn0−1 = λn0 as well. Similar reasoning leads to the
conclusion that if γn0−k = λn0 then so must λn0−k, 1 ≤ k ≤ n0 − 1.
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This means that the multiplicity of the eigenvalue λn0 is strictly greater
for SXj1

than it is for SXj2
and, hence, there is at least one more λn0-

eigenvector among the collection Xj1 than among Xj2 . Moreover, the
λn0-eigenvectors of SXj2

must be linearly independent because λn0 > γN .
It follows from dimensional considerations that there exists some xm1,j1

which is a λn0-eigenvector whose sibling xm1,j2 = 0.
4. The index set M := {0, 1, . . . , M − 1} may be partitioned into two sub-

sets, M1 and M2, so that for each 0 ≤ j ≤ d
N
− 1 the collection

{xm,j}m∈M1 consists of mutually orthogonal nonzero vectors and is or-
thogonal to {xm,j}m∈M2, which is a tight frame for its span. It follows
from Theorem 2 that such a partition, M = M1,j ∪ M2,j, exists for
each j, but it remains to show that the same partition is valid for all
0 ≤ j ≤ d

N
− 1.

Let xm1,j0 be the vector in {xm,j : 0 ≤ j ≤ d
N
− 1,m ∈ M1,j} of

maximum norm. It will be shown that each sibling of xm1,j0 is nonzero.
Assume by way of contradiction that xm1,j1 = 0. If SXj1

has no eigenvalue
strictly less than ‖xm1,j0‖2 then

M−1∑

m=0

‖xm,j0‖2 =
M−1∑

m=0

‖xm,j1‖2 =
N∑

n=1

λn ≥ N‖xm1,j0‖2,

where {λn}N
n=1 are the eigenvalues of SXj1

. This implies that N‖xm1,j0‖2 ≤∑M−1
m=0 ‖xm,j0‖2, which is a contradiction of the fact that m1 ∈ M1,j0 .

Hence, each sibling of xm1,j0 is nonzero.
This argument may be repeated after the removal of xm1,j0 from each

Xj until the remaining vectors in each Xj form a tight frame for their
span. In other words, if m ∈ M1,j0 then m ∈ M1,j for each j and,
therefore, the partition is independent of j as claimed.

5. Let m0 be as in the statement of the theorem. Then M1 = {0, 1, . . . , m0−
1} and the norms of the vectors in Xj are as claimed. If m ∈ M1 then
the eigenvalue of xm,j must be ‖xm,j‖2 for each j. Since each sibling has
the same eigenvalue, the constraint on the norms of the siblings implies
that ‖xm,j‖ = am for each j. Because

∑
m∈M1

‖xm,j‖2 is then independent
of j, so must

∑
m∈M2

‖xm,j‖2 be. In particular, the tight frame constant
of {xm,j}m∈M2 is also independent of j.

In order to establish the fact that M1 = {0, 1, . . . ,m0 − 1} first notice
that Theorem 2 implies that the tight-frame constant of {xm,j}m∈M2 is
strictly smaller than any eigenvalue associated with xm,j, m ∈M1. Sup-
pose that m1 ∈M2, then the tight-frame constant must be greater than
or equal to ‖xm1,j‖2 for each 0 ≤ j ≤ d

N
− 1. The norm constraint on the

siblings {xm1,j}j implies that at least one of the siblings, say xm1,j0 , has
norm greater than or equal to am1 . Hence the tight-frame constant is at
least as big as am1 . Suppose that m2 ∈M1 with m2 > m1. The eigenvalue
associated to each xm2,j is am2 and, therefore, cannot be strictly larger
than am1 , providing the desired contradiction. This shows that M2 must
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be of the form {m1,m1 + 1, . . . , M − 1} for some m1 ≥ m0. It remains to
prove that m1 = m0.

Suppose that m1 > m0, then the associated tight-frame constant must
be

λ :=
1

D

M−1∑
m=m1

a2
m,

where D is the dimension of the span of {xm,j}m∈M2 . The contradiction
hypothesis implies that m1 − 1 ≥ m0, so

a2
m1−1 ≤

1

D + 1

M−1∑

m=m1−1

a2
m =

Dλ + a2
m1−1

D + 1
.

It follows that a2
m1−1 ≤ λ, which is again a contradiction of the tight-frame

constant being strictly smaller than the eigenvalues associated with M1.
Hence, M2 = {m0,m0 + 1, . . . , M − 1}, finishing the proof of this claim
and the theorem. 2

Proof of Theorem 6: Assume that H := HN({hm}M−1
m=0 ) is a local minimizer

of the frame potential as described in the statement of the theorem. Define
d
N

collections Xj ⊂ `(ZN), 0 ≤ j ≤ d
N
− 1, by (11). By Corollary 9 (iii), it

follows that the collections Xj satisfy the hypotheses of Theorem 12 with m0

identical to that of the hypotheses of Theorem 6.

Let SX =
⊕

j SXj
and observe by Theorem 8 that SH = (PN, dFd)

∗SX(PN, dFd).
Hence, hm is an eigenvector of SH if and only if PN, dFdhm is an eigenvector
of SX . By definition,

⊕
j xm,j = PN, dFdhm and since each nonzero sibling xm,j

shares a common eigenvalue it is apparent that
⊕

j xm,j is an eigenvector of
SX as desired. If m < m0, then the corresponding eigenvalue is a2

m, while if
m ≥ m0 then the eigenvalue is 1

N−m0

∑M−1
m=m0

a2
m. Finally, by Remark 7 (a), if

hm is a λ-eigenvector of SH , then so is Tnhm for n ∈ NZd. This completes the
argument. 2

5 Underdetermined Systems

The following result is the counterpart to Theorem 12 for underdetermined
systems and actually follows very naturally from Theorem 12. The authors are
grateful to the referee for pointing this out and supplying the current proof of
Theorem 15.

Theorem 15 Let {am}M−1
m=0 ⊂ R be such that a0 ≥ a1 ≥ · · · ≥ aM−1 > 0. Let

d and N be positive integers such that N | d and N ≥ M . If the collections

17



Xj := {xm,j}M−1
m=0 ⊂ `(ZN) form a local minimizer of

∑ d
N
−1

j=0 FP(Xj) under the

constraint that
∑ d

N
−1

j=0 ‖xm,j‖2 = d
N

a2
m, 0 ≤ m ≤ M − 1, then each collection

Xj is an orthogonal sequence with ‖xm,j‖ = am, 0 ≤ m ≤ M − 1.

PROOF. It is sufficient to prove the result for N > M , since N = M is
included in Theorem 12. By way of contradiction, fix {xm,j}m,j, 0 ≤ m ≤
M − 1, 0 ≤ j ≤ d

N
− 1, which is a local minimizer of the combined frame

potential under the imposed constraint, but for which Xj is not an orthogonal
sequence for some j, say j0.

Observe that for each 0 ≤ m ≤ M − 1,

(N −m)a2
m > (M −m)a2

m ≥
M−1∑

j=m

a2
j .

Let ε > 0 be chosen so that if aM = · · · = aN−1 = ε,

(N −m)a2
m >

N−1∑

j=m

a2
j , 0 ≤ m ≤ M − 1.

Because M < N , one can choose xm,j ∈ `(ZN), M ≤ m ≤ N−1, 0 ≤ j ≤ d
N
−1,

so that (a) each collection {xm,j}N−1
m=M consists of mutually orthogonal vectors

that lie in the orthogonal complement of the subspace spanned by {xm,j}M−1
m=0

and (b) each vector xm,j has norm N
d
ε2. Define X̃j, 0 ≤ j ≤ d

N
− 1, by

X̃j := {xm,j}N−1
m=0. It must be noted that, by construction, our collections X̃j

must also be local minimizers of the corresponding combined frame potential,
because the collections Xj were local minimizers and the “new” vectors were
all chosen to be both mutually orthogonal and orthogonal to the original
collections Xj.

One can now apply Theorem 12 to the collections X̃j with m0 = M , since

(N −M)a2
M = (N −M)ε2 =

N−1∑

j=M

a2
j .

In particular, Theorem 12 now implies that Xj = {xm,j}M−1
m=0 , 0 ≤ j ≤ d

N
− 1,

consists of mutually orthogonal, nonzero vectors. This is a contradiction, so
the theorem is proven. 2

The next corollary follows from Theorem 15 in the same way that Theorem 6
follows from Theorem 12.
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Corollary 16 Let {am}M−1
m=0 ⊂ R be such that a0 ≥ a1 ≥ · · · ≥ aM−1 > 0. Let

d and N be positive integers such that N | d and N ≥ M . If HN({hm}M−1
m=0 ) ⊂

`(Zd) is a local minimizer of the frame potential over the set

A = {{hm}M−1
m=0 ⊂ `(Zd) : ‖hm‖2 = a2

m, 0 ≤ m ≤ M − 1},

then HN({hm}M−1
m=0 ) is an orthogonal sequence.
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