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Abstract. We define the frame potential for a Schauder frame on a finite dimensional Banach
space as the square of the 2-summing norm of the frame operator. As is the case for frames for
Hilbert spaces, we prove that the frame potential can be used to characterize finite unit norm tight
frames (FUNTFs) for finite dimensional Banach spaces. We prove the existence of FUNTFs for
a variety of spaces, and in particular that every n-dimensional complex Banach space with a 1-
unconditional basis has a FUNTF of N vectors for every N ≥ n. However, many interesting results
on FUNTFs and sums of rank one projections for Hilbert spaces remain unknown for Banach spaces
and we conclude the paper with multiple open questions.

1. Introduction

A collection of vectors (xj)j∈I in a Hilbert space H is called a frame if there exist constants
A,B > 0, called the frame bounds, such that

(1.1) A‖x‖2 ≤
∑
j∈I
|〈x, xj〉|2 ≤ B‖x‖2 for all x ∈ H.

The frame is called tight if the lower frame bound A equals the upper frame bound B. Inequality
(1.1) can be interpreted as stating that the map Θ : H → `2(I) given by Θ(x) = (〈x, xj〉)j∈I
is an isomorphic embedding. This operator allows us to define a collection of vectors (fj)j∈I by

fj = (Θ∗Θ)−1/2xj for all j ∈ I. The sequence (fj)j∈I is itself a frame for H, called the canonical
dual frame of (xj)j∈I , and it gives the following reconstruction formula.

(1.2) x =
∑
j∈I
〈x, fj〉xj for all x ∈ H.

Thus, a frame allows for a continuous linear reconstruction formula for all vectors in a Hilbert
space. We think of frames as possibly redundant coordinate systems in the sense that the vectors
(fj)j∈J used for reconstruction using a frame may not be unique. This redundancy can be useful in
applications as if some coefficients of a basis are lost, this results in the loss of entire dimensions, but
if some frame coefficients are lost, the error can be distributed over the whole space. This concept
motivates understanding which frames are most resilient to certain kinds of error [HP04, GKK01].
A finite unit norm tight frame (FUNTF), is a tight frame of unit vectors for a finite dimensional
Hilbert space. FUNTFs are of particular interest, as they minimize both the mean squared error due
to noise and the reconstruction error due to the loss of a single coefficient [GKK01]. All orthonormal
bases for a Hilbert space are equivalent, but there is a wide variety of different FUNTFs and their
geometry carries multiple interesting properties.

Significant interest in FUNTFs started in 2003 when Benedetto and Fickus proved that for every
k ≥ n, every n-dimensional Hilbert space has a FUNTF of k vectors [BF03]. To do this they
defined a positive function on the set {(xj)kj=1 : xj ∈ H, ‖xj‖ = 1}, called the frame potential, so
that a collection of vectors minimizes the frame potential if and only if the vectors form a tight
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frame for H. Since then, researchers have been interested in understanding the geometry and
topology of FUNTFs [BH15][CMS17] and properties of the frame potential itself [FJKO05][JO08].
In [DFKLOW04], an algorithm is given to create FUNTFs and in [CF09] it is shown that the
method of gradient descent on the frame potential can be used to create FUNTFs.

Frames have been generalized to Banach space in many similar but distinct ways, such as atomic
decompositions [FG88], Banach frames [G91], framings [CHL99], and Schauder frames [CDOSZ08].
We will be specifically considering Schauder frames as they are a direct generalization of (1.2)
without any additional assumptions. Given a Banach space X with dual X∗, a Schauder frame
(xj , fj)

n
j=1 ⊆ X×X∗ (where n ∈ N or n =∞) is a sequence of pairs such that we have the following

reconstruction formula

(1.3) x =
n∑
j=1

fj(x)xj for all x ∈ X.

If (xj)
∞
j=1 is a Schauder basis for a Banach space X with biorthogonal functionals (x∗j )

∞
j=1 then

x =
∑∞

j=1 x
∗
j (x)xj for all x ∈ X. Thus, (xj , x

∗
j )
∞
j=1 is a Schauder frame. This gives that Schauder

frames are both a generalization of frames for Hilbert spaces and Schauder bases for Banach spaces.
It is interesting to consider both what properties of frames for Hilbert spaces extend to Schauder
frames, and what properties of Schauder bases extend to Schauder frames. For example, frames
for Hilbert spaces can be characterized as projections of Riesz bases for Hilbert spaces [HL00], and
Schauder frames can be characterized as projections of Schauder bases [CDOSZ08]. Furthermore,
many of the fundamental characterizations for shrinking and boundedly complete Schauder bases
extend nicely to shrinking and boundedly complete Schauder frames [CL09, Liu10, CLS11, BFL15].
Our goal is to extend the well-developed theory and applications for finite unit norm tight frames
and the frame potential to the general finite dimensional Banach space setting. In particular, we
will prove that (xj , fj)

N
j=1 is a FUNTF for an n-dimensional Banach space if and only if the 2-

summing norm of the frame operator of (xj , fj)
N
j=1 is N√

n
. Though FUNTFs are relatively new

mathematical objects, we show that their generalization to Banach spaces is directly connected to
some classical notions in the geometry of Banach spaces.

2. Preliminaries

Let X be a finite dimensional Banach space with dual X∗. Given a sequence of pairs (xj , fj)
N
j=1 ⊆

X ×X∗, the frame operator of (xj , fj)
N
j=1 is the map S : X → X defined by S(x) =

∑N
j=1 fj(x)xj

[FOSZ14]. The sequence (xj , fj)
N
j=1 is called an approximate Schauder frame if the frame operator

is bounded and invertible [FOSZ14]. Note that a Schauder frame is an approximate Schauder frame
whose frame operator is the identity.

Definition 2.1. Let X be a finite dimensional Banach space and (xj , x
∗
j )
N
j=1 ⊆ X ×X∗ such that

‖xj‖ = x∗j (xj) = ‖xj‖ = 1 for all 1 ≤ j ≤ N . We say that (xj , x
∗
j )
N
j=1 is a finite unit norm tight

frame (FUNTF) for X if its frame operator is a scalar multiple of the identity.

Note that in the case that X is a Hilbert space, (xj , fj)
N
j=1 is a FUNTF in our definition if and

only if xj = fj for all 1 ≤ j ≤ N and (xj)
N
j=1 is a FUNTF in the original Hilbert space definition.

In the case that X is an N -dimensional Banach space, then (xj , x
∗
j )
N
j=1 is a FUNTF for X if and

only if (xj)
N
j=1 is an Auerbach basis for X with biorthogonal functionals (x∗j )

N
j=1.

Given a frame (xj)
N
j=1 for a finite dimensional Hilbert space, the Frame Potential of (xj)

N
j=1 is

the value

(2.1) FP ((xj)
N
j=1) =

N∑
i,j=1

|〈xj , xi〉|2.
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The frame potential can also be calculated as the square of the Hilbert-Schmidt norm of the frame
operator. The Hilbert-Schmidt norm is only defined for operators on Hilbert spaces, but the 2-
summing norm is defined for operators on any finite dimensional Banach space and the 2-summing
norm of an operator on a Hilbert space is equal to its Hilbert-Schmidt norm. This naturally allows
us to extend the definition of frame potential for frames of finite dimensional Hilbert spaces to
Schauder frames of finite dimensional Banach spaces. Given (xj , fj)

N
j=1 ⊆ X × X∗, we define

the frame potential of (xj , fj)
N
j=1 as the square of the 2-summing norm of the frame operator of

(xj , fj)
N
j=1.

Let (X, ‖ ·‖X) and (Y, ‖ ·‖Y ) be Banach spaces. The 2-summing norm of an operator T : X → Y
is the value π2(T ) which satisfies:

(2.2) π2(T )2 = sup


n∑
j=1

‖Txi‖2Y :
n∑
j=1

|f(xj)|2 ≤ ‖f‖2X∗ for all n ∈ N, f ∈ X∗, (xj)nj=1 ⊆ X

 .

The following theorem shows that the frame potential can be used to characterize FUNTFs for
Hilbert spaces.

Theorem 2.2 ([BF03]). Let (xj)
N
j=1 be a sequence of unit vectors in an n-dimensional Hilbert space

with n ≤ N . Then, the frame potential of (xj)
N
j=1 is at least N2

n , and (xj)
N
j=1 is a FUNTF if and

only if the frame potential of (xj)
N
j=1 is equal to N2

n .

One of our main results is proving that Theorem 2.2 is true for Schauder frames as well. The
following result follows from Theorem 3.3 which we prove in Section 3.

Theorem 2.3. Let X be an n-dimensional Banach space, N ≥ n, x1, . . . , xN ∈ X and x∗1, . . . x
∗
N ∈

X∗ such that ‖xj‖X = ‖x∗j‖X∗ = x∗j (xj) = 1 for 1 ≤ j ≤ N . Then, the frame potential of (xj , x
∗
j )
N
j=1

is at least N2

n , and (xj , x
∗
j )
N
j=1 is a FUNTF if and only if the frame potential of (xj)

N
j=1 is equal to

N2

n .

It can be difficult to calculate the frame potential using the 2-summing norm, but there is
fortunately extensive literature on the subject. Before getting into properties of the 2-summing
norm and our definition of the frame potential, we prove that the natural alternatives for an
explicit simple frame potential on Banach spaces don’t work. Our definition for a frame potential
uses a generalization of the Hilbert-Schmidt norm, but it is conceivable that the explicit formula
given in (2.1) could be generalized instead. Given an approximate Schauder frame (xj , x

∗
j )
N
j=1 ⊆

X∗ × X, the two natural candidates for an alternative formula for a Schauder frame potential
are the values

∑N
j=1

∑N
i=1 |x∗j (xi)|2 and

∑N
j=1

∑N
i=1 |x∗j (xi)x∗i (xj)|. However, neither of these are

appropriate formulas for a frame potential because as the following proposition shows, Theorem 2.3
would be false for both formulas. Thus, although the 2-summing norm can be difficult to calculate,
it works for defining a frame potential and the simple alternative formulas do not.

Proposition 2.4. Let F3(`21) be the set of length 3 approximate Schauder frames (xj , x
∗
j )

3
j=1 of `21

such that ‖xj‖1 = ‖x∗j‖∞ = x∗j (xj) = 1 for j = 1, 2, 3. There exists a FUNTF (xj , x
∗
j )

3
j=1 ∈ F3(`21)

and (yj , y
∗
j )

3
j=1, (zj , z

∗
j )3
j=1 ∈ F3(`21) so that (yj , y

∗
j )

3
j=1 and (zj , z

∗
j )3
j=1 are not FUNTFs, and the

following two inequalities are satisfied.

(1)
∑3

j=1

∑3
k=1 |x∗j (xk)|2 >

∑3
j=1

∑3
k=1 |y∗j (yk)|2

(2)
∑3

j=1

∑3
k=1 |x∗j (xk)x∗k(xj)| >

∑3
j=1

∑3
k=1 |z∗j (zk)z

∗
k(zj)|

Proof. Let (e1, e2) be the unit vector basis for `21 with biorthogonal functionals (e∗1, e
∗
2). We will

define a FUNTF (xj , x
∗
j )

3
j=1 for `21 by

x1 = e1, x2 =
1

4
e1 −

3

4
e2, x3 =

1

4
e1 +

3

4
e2, x∗1 = e∗1, x

∗
2 = e∗1 − e∗2, x∗3 = e∗1 + e∗2.
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Then we have that ‖xj‖1 = ‖x∗j‖∞ = x∗j (xj) = 1 for all j = 1, 2, 3. Furthermore, it is simple to

check that for all x ∈ `21, we have that
∑3

j=1 x
∗
j (x)xj = 3

2x. Thus, (xj , x
∗
j )

3
j=1 is a FUNTF for `21.

We now define (yj , y
∗
j )

3
j=1 by

y1 = e1, y2 =
1

2
e1 −

1

2
e2, y3 =

1

2
e1 +

1

2
e2, y∗1 = e∗1, y

∗
2 = e∗1 − e∗2, y∗3 = e∗1 + e∗2.

Then we have that ‖yj‖1 = ‖y∗j ‖∞ = y∗j (yj) = 1 for all j = 1, 2, 3. However,
∑3

j=1 y
∗
j (e1)yj = 2e1

and
∑3

j=1 y
∗
j (e2)yj = e2. Thus, (yj , y

∗
j )

3
j=1 is not a FUNTF.

A direct calculation shows that,

3∑
j=1

3∑
k=1

|x∗j (xk)|2 = 5 +
5

8
> 5 +

1

2
=

3∑
j=1

3∑
k=1

|y∗j (yk)|2.

Which proves (1). We now define (zj , z
∗
j )3
j=1 by

z1 = e1, z2 = e2, z3 =
1

2
e1 +

1

2
e2, z∗1 = e∗1 − e∗2, z∗2 = e∗2, z

∗
3 = e∗1 + e∗2.

Then we have that ‖zj‖1 = ‖z∗j ‖∞ = z∗j (zj) = 1 for all j = 1, 2, 3. However,
∑3

j=1 z
∗
j (e1)zj =

3
2e1 + 1

2e2. Thus, (zj , z
∗
j )3
j=1 is not a FUNTF.

A direct calculation proves (2) as,

3∑
j=1

3∑
k=1

|x∗j (xk)x∗k(xj)| = 4 +
1

2
> 4 =

3∑
j=1

3∑
k=1

|z∗j (zk)z
∗
k(zj)|.

�

3. Properties of the 2-summing norm and the frame potential

Recall that if (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) are Banach spaces then the 2-summing norm of an
operator T : X → Y is the value π2(T ) which satisfies:

(3.1) π2(T )2 = sup


n∑
j=1

‖Txi‖2Y :
n∑
j=1

|f(xj)|2 ≤ ‖f‖2X∗ for all n ∈ N, f ∈ X∗, (xj)nj=1 ⊆ X

 .

The space of all 2-summing operators from X to Y , equipped with the norm π2(·), will be denoted
by Π2(X,Y ) (or simply Π2(X) when Y = X). Equation (3.1) may look daunting, but the literature
contains many useful techniques and results to assist us. Even though (3.1) requires us to consider
sequences of any arbitrary length n, when the operator T has rank k it suffices to consider n =
k(k + 1)/2 in the real case and n = k2 in the complex case [TJ89, Thm. 18.2]. One result that we
will use extensively is that the space of 2-summing operators from a Banach space X to itself is in
trace duality with itself [TJ89, Prop. 9.10]. In particular, f is a norm 1 linear functional defined
on the space of 2-summing operators from X to X if and only if there is an operator S : X → X
with π2(S) = 1 and f(T ) = tr(ST ) for every 2-summing operator T : X → X. Another important
ingredient will be the fact that if X is an n-dimensional normed space, then the 2-summing norm
of the identity map IX : X → X is equal to

√
n [DJT95, Thm. 4.17]. We will also make use of the

following characterization of 2-summing operators (see [G07, Cor. 16.10.1] or [DJT95, Cor. 2.16]
for a reference).

Theorem 3.1 (Pietsch factorization theorem). Let X and Y be Banach spaces and T : X → Y
be a linear operator. Then T is a 2-summing operator if and only if there is a probability measure
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space M and linear operators A : X → L∞(M) and B : L2(M)→ Y with ‖A‖‖B‖ = π2(T ) so that
the following diagram commutes, where I∞,2 is the formal identity from L∞(M) to L2(M).

L∞(M)
I∞,2

// L2(M)

B
��

X

A

OO

S
// X

Recall that a Banach space X is smooth at a point x ∈ X\{0} if there exists a unique normalizing
functional of x which we call x∗. That is, x∗ ∈ X∗ with ‖x∗‖ = 1 and x∗(x) = ‖x‖. A Banach space
is called smooth if it is smooth at every non-zero point. More generally, for a smooth Banach space
we define the duality map J : X → X∗ as follows: for any x ∈ X, Jx is the unique functional in X∗

satisfying ‖Jx‖ = ‖x‖ and (Jx)(x) = ‖x‖2. The space of Hilbert-Schmidt operators on a Hilbert
space is itself a Hilbert space, and is hence smooth. Though the space of 2-summing operators on
a Banach space may not be smooth, we prove below that the space of 2-summing operators on any
finite dimensional Banach space is smooth at the identity map.

Theorem 3.2. Let X be a finite dimensional Banach space. Then the space of 2-summing operators
on X is smooth at the identity map IX .

Proof. Let X be an n-dimensional Banach space. Let S : X → X with π2(S) = 1, we have that

(3.2) n1/2 = π2(IX) ≤ tr(IX ◦ S) = tr(S)

Note that we have equality in (3.2) for S = n−1/2IX and hence n−1/2IX is a norming functional
for IX . We will prove that the space of 2-summing operators is smooth at the identity operator
by showing that equality occurs in (3.2) if and only if S = n−1/2IX . Suppose that equality occurs

in (3.2) for an operator S on X with π2(S) = 1. In particular, tr(S) = n1/2. By the Pietsch
Factorization Theorem, we have that there exists a probability measure space M and operators
A : X → L∞(M) with ‖A‖ = 1 and B : L2(M) → Y with ‖B‖ = π2(S) = 1 so that the following
diagram commutes.

L∞(M)
I∞,2

// L2(M)

B
��

X

A

OO

S
// X

Let H = (B−1(0))⊥ and PH : L2(M) → H be the orthogonal projection. Note that dim(H) ≤ n

as X is n-dimensional and hence π2(IH) ≤ n1/2. We now have the following inequality.

n1/2 = tr(S) = tr(B|HPHI∞,2A) = tr(PHI∞,2AB|H) = tr(IHPHI∞,2AB|H)

≤ π2(IH)π2(PHI∞,2AB|H) ≤ n1/2‖PH‖π2(I∞,2)‖A‖‖B|H‖ = n1/2

Therefore, all the inequalities above are in fact equalities. In particular, π2(IH) = n1/2 and hence
B is rank n and B|H : H → X is invertible. Furthermore,

tr(IHPHI∞,2AB|H) = π2(IH)π2(PHI∞,2AB|H).

Note that H is an n-dimensional Hilbert space and the 2-summing norm coincides with the Hilbert-
Schmidt norm for operators on Hilbert spaces. Thus, as the Hilbert-Schmidt norm is smooth, we
have that PHI∞,2AB|H = n−1/2IH is the unique normalizing functional of IH . As B|H is invertible,

we have that B|HPHI∞,2AB|H(B|H)−1 = B|Hn−1/2IH(B|H)−1. Hence, S = n−1/2IX . �

Recall that the frame potential of an approximate Schauder frame is the square of the 2-summing
norm of the frame operator. Thus, the following result shows that the frame potential can be used
to characterize FUNTFs.
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Theorem 3.3. Let X be an n-dimensional Banach space, N ≥ n, x1, . . . , xN ∈ X and x∗1, . . . x
∗
N ∈

X∗ such that x∗j (xj) = 1 for 1 ≤ j ≤ N . Define the operator S : X → X by

Sx =

N∑
j=1

x∗j (x)xj .

Then

(3.3)
N√
n
≤ π2(S).

Moreover, equality in (3.3) occurs if and only if S = N
n IX .

Proof. We have the following inequality,

π2(S) ≥ tr(n−1/2IXS) = n−1/2 tr(

N∑
j=1

x∗j ⊗ xj) = n−1/2
N∑
j=1

x∗j (xj) = n−1/2N

Furthermore, as the 2-summing norm is smooth at the identity operator, we have that equality
occurs if and only if S is a scalar multiple of the identity operator. Thus, there exists a scalar λ
such that S = λIX . By taking the trace of both sides, we get that λ = N

n . �

4. When do FUNTFs of length N exist?

In Theorem 3.3 we have obtained a nice lower bound of N2/n for the frame potential, which
is achieved only when the associated frame operator is a multiple of the identity. Nevertheless,
it does not show that the bound is actually achieved. More generally, that result does not prove
the existence of FUNTFs of a given length N for a general Banach space: this section deals with
precisely that question. We start by recording the easy fact that FUNTFs always exist when their
length is a multiple of the dimension of the space.

Proposition 4.1. Let X be an n-dimensional Banach space. If N is a multiple of n, then there
exists a FUNTF of length N for X.

Proof. Let (ej , e
∗
j )
n
j=1 be an Auerbach basis for X; this is clearly a FUNTF of length n for X. When

N is a larger multiple of n, we simply take N/n copies of the Auerbach basis. �

It should be mentioned that in general Auerbach bases are not unique. In a recent paper [WW17],
where they prove an old conjecture of Pe lczyński, Weber and Wojciechowski show that a Banach
space of dimension n > 2 has at least (n− 1)n/2 + 1 Auerbach bases.

Note that if y ∈ X and y∗ ∈ X∗ satisfy 1 = ‖y‖ = ‖y∗‖ = y∗(y) then the operator x 7→ y∗(x)y is
a norm one, rank one projection, and in fact this characterizes the norm one, rank one projections.
Therefore, looking for FUNTFs corresponds to figuring out when a multiple of the identity can be
written as a sum of norm one, rank one projections. In the Hilbert space case, invertible operators
that can be written as such sums have a very nice characterization [KL04]: they need to be positive
and have integer trace at least the dimension of the space. For complex Banach spaces, a related
question (dropping the norm one condition) also has a very satisfactory answer: [BES02, Thm.
4.4] shows that an operator T : X → X is a sum of rank one projections if and only if tr(T ) is an
integer and rank(T ) ≤ tr(T ).

We have not been able to obtain, for a general finite-dimensional Banach space X, a characteri-
zation of the invertible operators X → X that can be written as a sum of N norm one, rank one
projections. Nevertheless, we prove below that in the special case of a diagonal operator on a com-
plex space with a 1-unconditional basis, the “obvious” conditions are enough. As a consequence,
we prove the existence of FUNTFs on such spaces (and a few others). The crux of the argument
is given by the following lemma, where the number of projections is equal to the dimension of the
space.
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Lemma 4.2. Let X be a complex n-dimensional Banach space (or a 2-dimensional real space) with
a normalized 1-unconditional basis (ej)

n
j=1 and corresponding biorthogonal functionals (e∗j )

n
j=1. For

any sequence of nonnegative numbers (λj)
n
j=1 with

∑n
j=1 λj = n, the operator T : X → X given by

T =

n∑
j=1

λje
∗
j ⊗ ej

can be written as a sum of n norm one, rank one projections.

Proof. The following argument is inspired by the discrete Fourier transform, and is related to similar
constructions in the Hilbert space case [GKK01, Zim01]. We assume first that the space is complex.
Note that the nonnegative numbers λj/n add up to one, so by Lozanovskĭı’s factorization theorem
[Loz69] (see also [JR76] for the specific finite-dimensional case we need here) there exist sequences
of nonnegative numbers (αj)

n
j=1 and (βj)

n
j=1 such that both x =

∑n
j=1 αjej and x∗ =

∑n
j=1 βje

∗
j

have norm one, and αjβj = λj/n for each 1 ≤ j ≤ n. Let ωn = e−2πi/n and for 0 ≤ k ≤ n− 1, let

xk =

n∑
j=1

ωkjn αjej and x∗k =

n∑
j=1

ω−kjn βje
∗
j

Note that both xk and x∗k have norm one by the 1-unconditionality of (ej)
n
j=1, and moreover

x∗k(xk) =
∑n

j=1 αjβj = 1. Writing the map x∗k ⊗ xk as a matrix with respect to the bases (ej)
n
j=1

and (e∗j )
n
j=1, its entry in the (i, j) position is

ωkin αiω
−kj
n βj

and therefore the entry of
∑n−1

k=0 x
∗
k ⊗ xk in the (i, j) position is

(a) When i = j:
n−1∑
k=0

αjβj = nλj/n = λj

(b) When i 6= j:

αiβj

n−1∑
k=0

ωk(i−j)
n = 0

That is,
∑n

j=1 λje
∗
j ⊗ ej =

∑n−1
k=0 x

∗
k ⊗ xk.

A very similar argument works in the real case for n = 2: take x1 = α1e1+α2e2 , x2 = α1e1−α2e2,
x∗1 = β1e1 + β2e2 and x∗2 = β1e1 − β2e2; it follows that

x∗1 ⊗ x1 + x∗2 ⊗ x2 = λ1e
∗
1 ⊗ e1 + λ2e

∗
2 ⊗ e2.

�

Now we can prove the existence of FUNTFs in a wide variety of spaces.

Proposition 4.3. Let X be a complex n-dimensional Banach space (or a 2-dimensional real space)
with a normalized 1-unconditional basis (ej)

n
j=1 and corresponding biorthogonal functionals (e∗j )

n
j=1.

Let N ≥ n be an integer, and assume the nonnegative numbers (λj)
n
j=1 satisfy

∑n
j=1 λj = N . Then

the operator T : X → X given by

T =
n∑
j=1

λje
∗
j ⊗ ej

can be written as a sum of N norm one, rank one projections. In particular, there exists a FUNTF
of length N for X.
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Proof. We will proceed by induction on N . If N = n, we’re done by Lemma 4.2. Now suppose
the statement holds whenever the operator has trace N , and take a sequence of positive numbers
(λj)

n
j=1 adding up to N + 1. Note that there exists λj0 strictly greater than one, since n < N + 1.

Consider now the sequence (λ′j)
n
j=1 where λj0 is replaced by λj0 − 1; the corresponding operator

T ′ =
∑n

j=1 λ
′
je
∗
j ⊗ ej can be expressed as a sum of N rank one, norm one projections; adding

e∗j0 ⊗ ej0 gives a corresponding decomposition for T =
∑n

j=1 λje
∗
j ⊗ ej . �

Putting together our various results, this is the most general setting where the frame potential
can be used to find tight unit norm frames.

Theorem 4.4. Let X be a complex n-dimensional Banach space (or a 2-dimensional real space)
with a normalized 1-unconditional basis. A sequence (xj , x

∗
j )
N
j=1 in X × X∗ satisfying x∗j (xj) = 1

for each 1 ≤ j ≤ N minimizes the 2-summing norm of its associated frame operator if and only if
it is a FUNTF.

Proof. According to Theorem 3.3, all we need to do is show the existence of one such sequence
whose frame operator has 2-summing norm exactly N√

n
; this is a consequence of Proposition 4.3

applied to the operator N
n IX . �

5. Smoothness and strict convexity of Π2(X,X)

In Theorem 3.2, we proved that the space of 2-summing operators Π2(X,X), is smooth at IX
for any finite-dimensional Banach space X. Setting our aim higher, it would be interesting to know
when Π2(X,X) is itself smooth at every point. Notice that X∗ embeds isometrically into Π2(X,X),
so X being strictly convex will be a necessary condition, as strict convexity and smoothness are
dual properties. Moreover Π2(X,X) is in trace duality with itself, so we may equivalently study
when Π2(X,X) is strictly convex. Recall that a Banach space Y is called strictly convex if whenever
x, y ∈ Y are such that ‖x‖ = ‖y‖ = 1

2‖x + y‖ we have that x = y. The following result gives a
characterization of when the space of 2-summing operators is strictly convex in a slightly more
general setting, and is done in terms of a unique-extension condition for 2-summing maps on
subspaces.

Lemma 5.1. Let X and Y be finite-dimensional Banach spaces, with Y being strictly convex. The
following conditions are equivalent:

(a) Π2(X,Y ) is strictly convex.
(b) For any subspace E of X and any linear operator t : E → Y , there exists a unique linear

extension T : E → Y with π2(T ) = π2(t).

Proof. (b) ⇒ (a): Let T, S : X → Y be linear operators with π2(T ) = π2(S) = π2

(
1
2(S + T )

)
= 1.

Let (x1)Nj=1 be a collection of vectors in X such that

N∑
j=1

|f(xj)|2 ≤ ‖f‖2X∗ for all f ∈ X∗ and π2

(
1
2(S + T )

)
=
( N∑
j=1

∥∥1
2(S + T )xj

∥∥2
)1/2

.

Note that

π2

(
1
2(S + T )

)
=
∥∥(1

2 ‖Sxj + Txj‖)Nj=1

∥∥
`2
≤
∥∥(1

2 ‖Sxj‖+ 1
2 ‖Txj‖)

N
j=1

∥∥
`2

=
∥∥1

2(‖Sxj‖)Nj=1 + 1
2(‖Txj‖)Nj=1

∥∥
`2

≤ 1
2

∥∥(‖Sxj‖)Nj=1

∥∥
`2

+ 1
2

∥∥(‖Txj‖)Nj=1

∥∥
`2

≤ 1
2π2(S) + 1

2π2(T )
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Since we have that π2

(
1
2(S + T )

)
= 1

2π2(S) + 1
2π2(T ), all the inequalities above must be equalities

and it follows that Txj = Sxj for 1 ≤ j ≤ N . Let E = span(xj)
N
j=1 ⊂ X, and let v : E → Y be

the restriction of T (or S) to E. By the choice of the sequence (xj)
N
j=1, note that π2(v) = 1. By

assumption, there is a unique extension of v to an operator V : X → Y with π2(V ) = 1. Since
both S and T are extensions of v with 2-summing norm equal to 1, it follows that S = T = V .

(a) ⇒ (b): We will prove the contrapositive. Suppose there exist a subspace E ⊆ X and an
operator t : E → Y admitting two distinct extensions S, T : X → Y with π2(t) = π2(S) = π2(T ).
By homogeneity, we may assume π2(t) = 1. Note that 1

2(S + T ) is also an extension of t, and
therefore

1 = π2(t) ≤ π2

(
1
2(S + T )

)
≤ 1

2π2(S) + 1
2π2(T ) = 1,

so π2

(
1
2(S + T )

)
= 1, showing that Π2(X,Y ) is not strictly convex. �

It is a well-known and important property of 2-summing maps that if t : E → Y is 2-summing,
and E is a subspace of X, then there exists an extension T : X → Y with π2(T ) = π2(t) (this
follows easily from the Pietsch factorization theorem and the 1-injectivity of L∞ spaces, see [DJT95,
Thm. 4.15]). Lemma 5.1 above shows that the uniqueness of such extensions is related to geometric
properties of the space of 2-summing maps, and is of the same nature as the following classical
theorem due to Taylor [Tay39] and Foguel [Fog58]:

Theorem 5.2. For a normed space X, the following conditions are equivalent:

(a) X∗ is strictly convex.
(b) For any subspace E of X and any linear functional t : E → K, there exists a unique linear

extension T : E → K with ‖T‖ = ‖t‖.

There are results related to Theorem 5.2 that give equivalent geometrical characterizations of
unique extension properties (not only the general situation above, but also specializations to ex-
tensions for a given fixed subspace E ⊆ X or even for a given fixed functional t : E → K; see
for example [BR03] and [OP99]). Putting together Lemma 5.1 and [OP99, Thm. 3.1], we get the
following:

Corollary 5.3. Let X and Y be finite-dimensional Banach spaces, with Y being strictly convex.
The following conditions are equivalent:

(a) Π2(X,Y ) is strictly convex.
(b) For any subspace E of X and any linear operator t : E → Y , there exists a unique linear

extension T : E → Y with π2(T ) = π2(t).
(c) For any subspace E of X, any ε > 0, any T ∈ Π2(Y,X) and any sequence (Sn) in Π2(Y,E)

with π2(S1) ≤ 1 and π2(Sn+1 − Sn) ≤ 1 for all n ∈ N, there exist S ∈ Π2(Y,E) and n0 ∈ N
such that

π2(T − S ± Sn0) ≤ n0 + ε.

Proof. Notice that Π2(E, Y ) =
(
Π2(Y,E)

)∗
and Π2(X,Y ) =

(
Π2(Y,X)

)∗
via trace duality in both

cases. Since Π2(Y,E) is isometrically contained in Π2(Y,X) in the obvious way, condition (b) is
just a particular case of the uniqueness of extensions for linear functionals characterized in [OP99,
Thm. 3.1]. �

In the infinite-dimensional case, the question of the uniform convexity of Π2(X,X) has been
studied up to isomorphism. Lin has shown that if Π2(X,Y ) is B-convex (in particular, if it is
superreflexive), then both X and Y have cotype 2 + ε for any ε > 0 [Lin80]. Additionally, if
E is superreflexive and has cotype 2 then Π2(`2, E) is superreflexive as well. This is done with
an ultraproduct argument, and in fact it follows from the following: Π2(`n2 , E) is isomorphic to a
subspace of L2(E) when E has cotype 2, and the Banach-Mazur distance between the two spaces is
less than 2C2(E) (where C2(E) is the cotype 2 constant of E). Pisier has proved a closely related
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result [Pis90], namely that Π2(`p, `p) is superreflexive when 1 < p < 2. The argument uses complex
interpolation, and explicitly what is shown is that Π2(`p, `p) has an equivalent norm that is strictly
convex.

In the 2-dimensional case, we can prove that one always has uniqueness of extensions preserving
the 2-summing norm.

Proposition 5.4. Let X be a 2-dimensional, strictly convex and smooth space. Then Π2(X,X) is
strictly convex.

Proof. By Lemma 5.1, it suffices to show the uniqueness of extensions preserving the 2-summing
norm. Since X is 2-dimensional, it suffices to consider 1-dimensional subspaces. So let E ⊂ X
be a 1-dimensional subspace, and t : E → X be a non-zero operator. Since t has rank one we
have ‖t‖ = π2(t). Note that any extension T of t preserving the 2-summing norm will also have
2-summing norm equal to its norm, since

π2(T ) ≥ ‖T‖ ≥ ‖t‖ = π2(t).

There is an easy way to construct an extension that preserves the 2-summing norm: since every
1-dimensional subspace is 1-complemented, there is a norm one projection P : X → E. Note that
then S = t ◦ P is an extension of t, clearly π2(S) ≥ π2(t) by virtue of being an extension, and
π2(S) = π2(t ◦ P ) ≤ π2(t) ‖P‖ = π2(t) so π2(S) = π2(t).

We now assume that T : X → X is a different extension of t such that π2(T ) = 1. Choose
f ∈ SX∗ and y ∈ SX such that t(x) = f(x)y for all x ∈ E. Choose x0 ∈ f−1(0) with ‖x0‖ = 1
and choose x1 ∈ SE so that f(x1) = 1. We have that T (x0) 6= 0 because otherwise we would have
T (ax0 + bx1) = t(bx1) = (t ◦ P )(ax0 + bx1) for all scalars a, b. Let g ∈ SX∗ such that g(y) = ‖y‖.
As X is uniformly smooth and f ∈ SX∗ is the unique normalizing functional of x1, we have that

lim
a→0

‖x1 + ax0‖ − 1

a
= f(x0) = 0

Thus, ∀ε > 0, ∃δε > 0 so that ‖x1 + ax0‖ < 1 + aε for all 0 < a < δε. For the sake of contradiction
we assume that g(T (x0)) 6= 0 and without loss of generality that g(T (x0)) > 0. Then for 0 < a <
δg(T (x0)) we have that

‖T (x1 + ax0)‖ ≥ g(T (x1) + aT (x0)) = 1 + ag(T (x0)) > ‖x1 + ax0‖
This contradicts that ‖T‖ = 1. Thus, we must have that g(T (x0)) = 0. As π2(T ) = 1, we have
that for all 0 < a that there exists x∗a ∈ SX∗ such that

1 + a2‖T (x0)‖2 = ‖T (x1)‖2 + ‖T (ax0)‖2 ≤ |x∗a(x0)|2 + a2|x∗a(x1)|2

By taking the limit a → 0 we have that 1 ≤ lima→0 |x∗a(x0)| ≤ 1 and hence as every unit norm
functional which normalizes x0 in absolute value is of the form εf for some |ε| = 1, we have without
loss of generality that lima→0 x

∗
a = f . We now have the following for all a > 0.

1 + a2‖T (x0)‖2 ≤ |x∗a(x0)|2 + a2|x∗a(x1)|2

1 + a2‖T (x0)‖2 ≤ 1 + a2|x∗a(x1)|2

a2‖T (x0)‖2 ≤ a2|x∗a(x1)|2

‖T (x0)‖2 ≤ |x∗a(x1)|2

This contradicts that lima→0 |x∗a(x1)| = |f(x1)| = 0.
�

If X is isometric to a Hilbert space then Π2(X,X) is isometric to a Hilbert space as well, and
is hence strictly convex. In contrast to this, the following result shows that Π2(X,X) fails strict
convexity when X is not isometric to a Hilbert space but has a non-1-complemented 2-dimensional
subspace which is.
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Theorem 5.5. If `22 is isometric to a subspace of X which is not 1-complemented in X, then
Π2(X,X) is not strictly convex.

Proof. Let Y ⊆ X be isometric to `22 and not be 1-complemented in X. Let (e1, e2) be an orthonor-
mal basis for Y with biorthogonal functionals (e∗1, e

∗
2) in X∗ such that ‖e∗1‖ = ‖e∗2‖ = 1. If we

consider the operator P1 : X → Y ⊆ X given by P1(x) = e∗1(x)e1 + e∗2(x)e2 then P1 is a projection

onto Y with π2(P1) =
√

2 = π2(IY ).
As Y is not 1-complemented, there exists y ∈ X such that ‖y‖ < ‖P1(y)‖ = 1. We now choose

a new orthonormal basis (f1, f2) for Y with biorthogonal functionals (f∗1 , f
∗
2 ) in X∗ such that f1 =

P1(y) and ‖f∗1 ‖ = ‖f∗2 ‖ = 1. The operator P2 : X → Y ⊆ X given by P2(x) = f∗1 (x)f1 + f∗2 (x)f2

is a projection onto Y with π2(P2) =
√

2 = π2(IY ). For the sake of contradiction, we assume
that P1 = P2. Then, P2(y) = P1(y) = f1. Thus we have that f∗1 (y) = 1 and f∗2 (y) = 0. Hence,
‖P2(y)‖ = |f∗1 (y)| ≤ ‖y‖. This contradicts that P2 = P1. We thus have two different linear
extensions of I|Y with π2(P1) = π2(P2) = π2(I|Y ) and hence Π2(X,X) is not strictly convex. �

6. Optimal frames for erasures

We will now prove a result in the spirit of Holmes and Paulsen [HP04], by introducing a numerical
measure of how well a frame reconstructs vectors when one or more of the frame coefficients of a
vector is lost. Let (xj , x

∗
j )
N
j=1 be a Schauder frame. Fix 1 ≤ k1 < · · · < km ≤ N , and suppose that

the k1, ..., km frame coefficients (that is, the measurements corresponding to x∗k1 , ..., x
∗
km

) are lost.
Let S[k1,...,km] be the frame operator associated to the situation with the lost coefficients. That is,

S[k1,...,km] =
∑

i 6=k1,...,km x
∗
i ⊗ xi. Define the maximal erasure error for the frame (xj , x

∗
j )
N
j=1 due to

the loss of m coordinates to be

em
(
(xj , x

∗
j )
N
j=1

)
= max

1≤k1<···<km≤N

∥∥S − S[k1,...,km]

∥∥
Note that in the case of the loss of one coordinate we have that,

e1

(
(xj , x

∗
j )
N
j=1

)
= max

1≤j≤N

∥∥S − S[j]

∥∥ = max
1≤j≤N

‖x∗j ⊗ xj‖ = max
1≤j≤N

‖x∗j‖‖xj‖

In the case when X is a finite dimensional Hilbert space, the equal norm tight frames minimize
the erasure error due to the loss of one coordinate [GKK01], and the equiangular frames (when
they exist) minimize the erasure error due to the loss of two coordinates [HP04]. In the case of one
erasure, we have the corresponding result for Banach spaces.

Proposition 6.1. Let N ≥ n and let X be an n-dimensional Banach space such that there exists a
FUNTF for X of length N . Suppose that (xj , fj)

N
j=1 is a Schauder frame for X. Then the following

are equivalent.

(a) (xj , fj)
N
j=1 minimizes the maximal error due to one erasure.

(b) ‖xj‖‖fj‖ = fj(xj) = n/N for all 1 ≤ j ≤ N .

(c) (
xj
‖xj‖ ,

fj
‖fj‖)

N
j=1 is a FUNTF.

Proof. We first prove (b) ⇒ (c). Suppose ‖xj‖‖fj‖ = fj(xj) = n/N for all 1 ≤ j ≤ N . For
any constant d and nonzero constants c1, ..., cN we have that (dcjxj ,

1
cj
fj)

N
j=1 has a frame operator

of d times the frame operator of (xj , fj)
N
j=1. Thus, the frame operator of (

xj
‖xj‖ ,

fj
‖fj‖)

N
j=1 is N

n IX .

Furthermore, ‖ xj
‖xj‖‖ = ‖ fj

‖fj‖‖ =
fj
‖fj‖(

xj
‖xj‖) = 1 for all 1 ≤ j ≤ N . Thus (

xj
‖xj‖ ,

fj
‖fj‖)

N
j=1 is a FUNTF.

The argument can be reversed to show (c)⇒ (b) as any FUNTF has frame operator N
n IX .

We now prove (a) ⇒ (b) by contrapositive. We assume that it is not the case that ‖xj‖‖fj‖ =
fj(xj) = n/N for all 1 ≤ j ≤ N . As, (xj , fj)

N
j=1 is a Schauder frame, its frame operator is



12 J.A. CHÁVEZ-DOMÍNGUEZ, D. FREEMAN, AND K. KORNELSON∑N
j=1 fj ⊗ xj = IX . By taking the trace, we have that

∑N
j=1 fj(xj) = n. Thus,

N∑
j=1

‖xj‖‖fj‖ ≥
N∑
j=1

fj(xj) = n.

Hence there exists 1 ≤ k ≤ N such that ‖xk‖‖fk‖ > n
N . We have that ‖fk⊗xk‖ = ‖fk‖‖xk‖ > n/N

is the error due to the erasure of the kth coordinate. However, there exists a FUNTF (yj , y
∗
j )
N
j=1

of X. Thus, ( nN yj , y
∗
j )
N
j=1 is a Schauder frame of X and n

N is the error due to one erasure. Thus,

(xj , fj)
N
j=1 does not minimize the maximal error due to one erasure.

We now prove (b) ⇒ (a). We have previously shown that if (xj , fj)
N
j=1 minimizes the maximal

error due to one erasure then it satisfies (b). However, any frame which satisfies (b) has the same
error due to one erasure of exactly n/N . Thus, if (xj , fj)

N
j=1 satisfies (b) then it minimizes the

maximal error due to one erasure. �

7. The case of real `n1

Theorem 4.3 gives that for every N ≥ n, complex `n1 has a length N FUNTF. The factorization
theorem of Lozanovskĭı used in the proof of Lemma 4.2 suggests that understanding FUNTFs in
real `n1 will give insight into the situation for real spaces with a normalized 1-unconditional basis.
The following are some partial results for the case of real `n1 , and by duality we have the same
results for `n∞ as well.

Proposition 7.1. For all n ∈ N, `n1 has a FUNTF of length n+ 1.

Proof. Note that we just need to consider the case n ≥ 3 as every 2 dimensional Banach space with
a symmetric basis has a FUNTF of all possible sizes. Let (ej)

n
j=1 be the unit vector basis for `n1

and (e∗j )
n
j=1 be the biorthogonal functionals. For 1 ≤ j ≤ n and 0 ≤ a ≤ 1 we let

xj = aej −
∑
i 6=j

(1− a)(n− 1)−1ei and xn+1 =
n∑
i=1

n−1ei.

The corresponding normalizing functionals are

x∗j = e∗j −
∑
i 6=j

e∗i and x∗n+1 =
n∑
i=1

e∗i .

We will prove that there exists some constant a ∈ (0, 1) such that (xj , x
∗
j )
n+1
j=1 is a FUNTF. For

each 1 ≤ j ≤ n + 1, it is clear that ‖xj‖ = ‖x∗j‖ = x∗j (xj) = 1. We now check the frame operator

of (xj , x
∗
j )
n+1
j=1 . For 1 ≤ m ≤ n we have that

n+1∑
j=1

x∗j (em)e∗m(xj) = x∗m(em)e∗m(xm) +
∑

j 6=m,n+1

x∗j (em)e∗m(xj) + x∗n+1(em)e∗m(xn+1)

= a+ (n− 1)(1− a)(n− 1)−1 + n−1 = 1 + n−1

For 1 ≤ m, k ≤ n with m 6= k we have that

n+1∑
j=1

x∗j (em)e∗k(xj) = x∗m(em)e∗k(xm) + x∗k(em)e∗k(xk) +
∑

j 6=k,m,n+1

x∗j (em)e∗k(xj) + x∗n+1(em)e∗k(xn+1)

= −(1− a)(n− 1)−1 − a+ (n− 2)(1− a)(n− 1)−1 + n−1

= −a+ (n− 3)(1− a)(n− 1)−1 + n−1
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This value is positive for a = 0 and negative for a = 1. Thus, there exists a ∈ (0, 1) such that∑n+1
j=1 x

∗
j (em)e∗k(xj) = 0. This proves that the frame operator of (xj , x

∗
j )
n+1
j=1 is (1 + 1

n) times the
identity. �

In the previous proposition, we gave a construction of a FUNTF of n+ 1 vectors in `n1 for n ≥ 3.
The proof only considered the case n ≥ 3 because we already knew the result for n = 2. This is
fortunate, because as the following proposition shows, the construction in Proposition 7.1 actually
fails for n = 2.

Proposition 7.2. Every FUNTF of odd length in `21 includes an element of the canonical basis (up
to a sign).

Proof. Suppose there is a FUNTF of length 3 in `21, say consisting of vectors x1, x2 and x3, which
does not include an element of the canonical basis or their negatives. This implies that all the
coordinates of x1, x2 and x3 are nonzero. Replacing xi by −xi if necessary, we can assume that
all three vectors have positive first coordinate. By reflecting the second coordinate, we can assume
that both coordinates of x1 are positive. Therefore, we may assume

x1 = (a, 1− a), x2 = (b, ε1(1− b)), x3 = (c, ε2(1− c))

with a, b, c ∈ (0, 1) and ε1, ε2 = ±1. Their corresponding normalizing functionals must then be

x∗1 = (1, 1), x∗2 = (1, ε1), x∗3 = (1, ε2)

Note that

x∗1 ⊗ x1 =

(
a 1− a
a 1− a

)
, x∗2 ⊗ x2 =

(
b ε1(1− b)
ε1b 1− b

)
, x∗3 ⊗ x3 =

(
c ε2(1− c)
ε2c 1− c

)
It follows that in order to have a FUNTF, a + b + c = 3/2 and moreover we need to choose the
signs ε1, ε2 in such a way that

a+ ε1b+ ε2c = 0 and 1− a+ ε1(1− b) + ε2(1− c) = 0.

But adding both of these equations together gives 1 + ε1 + ε2 = 0, impossible due to parity. This
proves that there does not exist a length 3 FUNTF which does not contain one of the canonical
basis vectors (up to a sign). Furthermore, the same parity argument shows that a FUNTF for `21
of any odd length must include an element of the canonical basis (up to a sign). �

For general n ∈ N, we know that `n1 has a FUNTF of length n and a FUNTF of length n + 1.
As the union of FUNTFs is a FUNTF, in order to determine if `n1 has a FUNTF of all lengths at
least the dimension we would just need to find FUNTFs of lengths n + 2, n + 3, ..., 2n − 1. The
following proposition checks the remaining cases for dimensions 3 and 4. Thus, `21, `31, and `41 all
have FUNTFs of all lengths at least their dimension.

Proposition 7.3. (a) There exists a FUNTF of length 5 in `31.
(b) There exists a FUNTF of length 6 in `41.
(c) There exists a FUNTF of length 7 in `41.

Proof. (a) We would like to use a collection of vectors

x1 = (1, 0, 0), x2 = (−a, b, b), x3 = (−a,−b, b), x4 = (−a, b,−b), x5 = (−a,−b,−b).

with a, b > 0 and a+ 2b = 1. (our choice of −a instead of a is so that the frame looks more like a
“pyramid” in `31). The corresponding normalizing functionals are

x∗1 = (1, 0, 0), x∗2 = (−1, 1, 1), x∗3 = (−1,−1, 1), x∗4 = (−1, 1,−1), x∗5 = (−1,−1,−1).
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A calculation shows that
5∑
j=1

x∗j ⊗ xj =

1 + 4a 0 0
0 4b 0
0 0 4b

 ,

so choosing a = 1/6 and b = 5/12 works.
(b) For a, , b, c, d > 0 with a+ 2b = c+ d = 1, take

x1 = (a, b, b, 0), x2 = (a,−b, b, 0), x3 = (a, b,−b, 0),

x4 = (a,−b,−b, 0), x5 = (c, 0, 0, d), x6 = (c, 0, 0,−d).

and

x∗1 = (1, 1, 1, 0), x∗2 = (1,−1, 1, 0), x∗3 = (1, 1,−1, 0),

x∗4 = (1,−1,−1, 0), x∗5 = (1, 0, 0, 1), x∗6 = (1, 0, 0,−1).

A calculation shows that

6∑
j=1

x∗j ⊗ xj =


4a+ 2c 0 0 0

0 4b 0 0
0 0 4b 0
0 0 0 2d

 ,

We then choose a = 1/4, b = 3/8, c = 1/4, d = 3/4.
(c) The argument is quite similar: choose vectors as in the previous example with a = 1/8,

b = 7/16, c = 5/8 and d = 3/8, together with

x7 = (0, 0, 0, 1), x∗7 = (0, 0, 0, 1).

�

8. Open problems

We showed in Section 4 that a large class of finite dimensional Banach spaces have finite unit
norm tight frames of every length at least the dimension of the space. However, we do not have
any examples where this is not possible.

Question 8.1: Does every n dimensional Banach space have a length N FUNTF for all N ≥ n?

It seems very difficult to create a method of constructing FUNTFs of arbitrary size that works
in any finite dimensional Banach space. Thus, it may be best to focus first on specific classical
Banach spaces. We have shown in Section 4 that complex `n1 has a FUNTF of length N for all
n ≤ N and in Section 7 that real `21, `31, and `41 each have FUNTFs of all lengths at least their
dimension.

Question 8.2: Does real `n1 have a length N FUNTF for all N ≥ n?

Note that for each n, there are only finitely many values of N for which we do not know the
answer to the question above. Indeed, it follows from our results that for any N ≥ n(n − 1) a
FUNTF of length N does exist: if N = n(n − 1 + m) + k with 0 ≤ k ≤ n − 1 and m ≥ 0, we can
take the union of k copies of a FUNTF of length n + 1 and n − 1 − k + m copies of a FUNTF of
length n.

A finite dimensional Banach space X has a length N FUNTF if and only if a scalar multiple
of the identity operator on X can be expressed as a sum of N normalized rank 1 projections. In
the Hilbert space case, operators which can be written as sums of norm one rank one projections
are characterized as positive operators with integer trace [KL04]. Operators on complex Banach
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spaces which can be written as sums of rank one projections (dropping the norm one condition)
can be characterized as well [BES02].

Question 8.3: Given a finite dimensional Banach space X, how can we characterize what operators
may be expressed as sums of norm one rank one projections ?

If X is not strictly convex then there exist rank one operators on X where Π2(X,X) is not
smooth, as X∗ is isometric to a subspace of rank one operators on Π2(X,X). However, we do not
have any example of a finite dimensional Banach space X where Π2(X,X) is not smooth at an
invertible operator. We used that Π2(X,X) is smooth at the identity to prove Theorem 2.3, which
characterized FUNTFs in terms of the frame potential. Knowing that Π2(X,X) was smooth at
some invertible operator T would be useful in studying approximate Schauder frames for X whose
frame operator is normed by T .

Question 8.4: Let X be a finite dimensional Banach space. Is Π2(X,X) smooth at every invertible
operator on X?

It is clear that for all n > 1, Π2(`n2 , `
n
2 ) is smooth, and that Π2(`n1 , `

n
1 ) and Π2(`n∞, `

n
∞) are not

smooth. However, we do not have any results for other values of p.

Question 8.5: Let n ∈ N and 1 < p <∞. Is Π2(`np , `
n
p ) smooth?

In Proposition 6.1 we characterized the Schauder frames which minimize the reconstruction
error due to the erasure of one coefficient as rescalings of FUNTFs. It would be quite interesting
to say something about optimality when two frame coefficients are erased. In Hilbert spaces, the
equiangular frames (when they exist) are optimal under two erasures. It would be quite interesting
to find a generalization of equiangular to certain Banach spaces. This would require control of the
norms of the operators

x∗i ⊗ xi + x∗j ⊗ xj , for i 6= j.

Question 8.6: What are some examples of N ∈ N and finite dimensional Banach spaces where
we may characterize the length N Schauder frames which minimize the maximal error due to two
erasures?
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vol. 130, Birkhäuser, Basel, 2002, pp. 83–106. MR 1902002

[BFL15] K. Beanland, D. Freeman, and R. Liu, Upper and lower estimates for Schauder frames and atomic decom-
positions, Fund. Math. 231 (2015), 161-188.

[BH15] B. Bodmann and J. Haas, Frame potentials and the geometry of frames J. Fourier Anal. and Appl. 21
(2015), no. 6, 1344–1383.

[BR03] Pradipta Bandyopadhyay and Ashoke K. Roy, Nested sequences of balls, uniqueness of Hahn-Banach ex-
tensions and the Vlasov property, Rocky Mountain J. Math. 33 (2003), no. 1, 27–67. MR 1994480

[CDOSZ08] P. G. Casazza, S. J. Dilworth, E. Odell, Th. Schlumprecht, and A. Zsak, Coefficient Quantization for
Frames in Banach Spaces, J. Math. Anal. Appl. 348 (2008), 66–86.

[CHL99] P. Casazza, D. Han, and D.R. Larson, Frames for Banach spaces, Contemp. Math., 247 (1999), 149–182.
[CL09] D. Carando and S. Lassalle, Duality, reflexivity and atomic decompositions in Banach spaces, Studia Math.

191 (2009), 67–80.
[CLS11] D. Carando, S. Lassalle, and P. Schmidberg, The reconstruction formula for Banach frames and duality, J.

Approx. Theory, 163 (2011), 640–651.



16 J.A. CHÁVEZ-DOMÍNGUEZ, D. FREEMAN, AND K. KORNELSON

[CMS17] J. Cahill, D. Mixon, and N. Strawn, Connectivity and Irreducibility of Algebraic Varieties of Finite Unit
Norm Tight Frames, SIAM J. Appl. Algebra Geometry, 1 (2017), no. 1, 38–72.

[CF09] P.G. Casazza and M. Fickus, Gradient descent of the frame potential, Proc. Sampl. Theory Appl. (2009).
[DFKLOW04] K. Dykema, D. Freeman, K. Kornelson, D. Larson, M. Ordower, and E. Weber,Ellipsoidal tight frames

and projection decompositions of operators, Illinois J. Math. 48 (2004), no. 2, 477–489.
[DJT95] Joe Diestel, Hans Jarchow, and Andrew Tonge, Absolutely summing operators, Cambridge Studies in Ad-

vanced Mathematics, vol. 43, Cambridge University Press, Cambridge, 1995. MR MR1342297 (96i:46001)
[Fog58] Shaul R. Foguel, On a theorem by A. E. Taylor, Proc. Amer. Math. Soc. 9 (1958), 325. MR 0093696
[FHM14] D. Freeman, R. Hotovy, and E. Martin, Moving finite unit norm tight frames for Sn, Illinois J. Math. 58

(2014), no. 2, 311–322.
[FJKO05] M. Fickus, B. Johnson, K. Kornelson, and K. Okoudjou, Convolution frames and the frame potential,

Applied and Comp. Harmonic Anal. 19 (2005), no. 1, 77–91.
[FOSZ14] D. Freeman, E. Odell, Th. Schlumprecht, and A. Zsak, Unconditional structures of translates for Lp(Rd),

Israel J. Math., 203 (2014), no. 1, 189–209.
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